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Synopsis 
Autonomous navigation is achieved by training 
or programming the ship with the stored data 
about the vessel behavior in various sailing 
environment. The autonomous behaviour relies 
on intelligent analytics based on machine 
learning algorithms. As a major advance in 
machine learning, the deep learning approach is 
becoming a powerful technique for autonomy. 
The deep learning methodologies are applied in 
various fields in the maritime industry such as 
detecting anomalies, ship classification, 
collision avoidance, risk detection of cyber-
attacks, navigation in ports and so on. The 
present paper reviews on various methods 
available in the literature for vessel autonomy 
and their applications in ship navigation. The 
focus of the work is to illustrate the advantages 
of deep learning approach over the machine 
learning and other traditional methods. 
Keywords —Autonomous navigation; intelligent 
analytics; anomaly detection; collision 
avoidance; ship classification  

1. Introduction
Machine learning and artificial intelligence are 
in fact, two significant factors in the 
digitalization of industries. These technologies 
have become noticeable and continued to be the 
foreground in the successful implementation of 
the fourth industrial revolution (i4.0). Machine 
learning techniques are widely used in many 
applications such as, speech recognition, 

autonomous detection and navigation, computer 
vision, object classification, virtual assistants, 
security and surveillance etc. Being capable of 
taking intelligent decisions and handling large 
scale of data are among the vital challenges for 
their successful implementation. Most of the 
traditional approaches in machine learning 
techniques are not capable of accomplishing 
these challenges. For instance, the concept of an 
autonomous ship is highly driven by the 
trending technologies, machine learning and 
deep learning. The method of deep learning is 
an advanced algorithm which has become an 
integral part of many engineering applications 
due to its “end-to-end learning” approach and 
the ability to draw independent knowledge from 
experience. Also, deep learning is predicted to 
shape the future of the maritime industry like 
any other industries due to its capability to take 
advantage of an increasing amount of available 
ship operational and performance data. 
The dataset presenting the amount of research 
reported on deep learning methods reveal a 
steep rise in the number of articles published in 
the varied domain of autonomous navigation 
such as collision avoidance, anomaly detection 
and ship classification during the period 2015 to 
2018. The statistics showing the progress of 
deep learning for autonomous ship navigation is 
shown from Fig 1 to 4. Mainly, this indicates 
that the use of deep learning has brought 
thoughtful change in improvising the fourth 
industrial revolution. 
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All learning techniques require small to large 
amount of data in sophisticated format. Later, 
vivid algorithms infused to generate the 
working models. Hence data plays a crucial role 
in the proper functioning of these techniques 
that are used for autonomous navigation. The 
process of collecting and managing the data, 
particularly for learning techniques is called 
data engineering and the same is discussed in 
following section. 

Fig 1: Deep learning in autonomous ship 
navigation  

Fig 2: Deep learning in ship collision avoidance 

Fig 3: Deep learning in anomaly detection 

Fig 4: Deep learning in classification of ships 
Another major factor in the smooth functioning 
of learning techniques is the method used to 
achieve it. Over the years, a greater number of 
methods have been proposed. Each of these 
methods possess both advantages and 
disadvantages. A brief about various methods 
and how they can contribute to autonomous 
navigation, particularly for ships is discussed in 
this paper. Autonomous vessel’s vital objective 
is to possess safe navigation and avoid 
collisions in the open sea. In order to fabricate 
and design, some of the challenges offered to 
the successful deployment of these methods are 
presented. 

2. Data Engineering
Although an umbrella word, ‘Industry 4.0’ 
covers heterogeneous components, they all share 
a common feature which is ‘Data’. Data 
engineering is a systematic multifaceted process 
which converts the raw data into the desired 
format required for the processing. 
Peculiarly in the field of ship automation, 
considering the varied scenario under which ship 
is exposed to, the amount of data to be 
engineered could escalate the so- called 
phenomenon ‘Big Data’. On the contrary, a 
large amount of data offers more flexibility to 
test and train the model. However, a claim that a 
higher number of data offers a more efficient 
model could be the statement from a layman 
since, chances of hidden flaws with an increased 
amount of data could influence the diverse effect 
while training the model. In addition, the quality 
of data could eventually hinder the performance 
of a model if it is not being handled during the 
pre-processing stage, mainly for the machine 
learning algorithm. For instance, if outliers are 
not processed either from domain or stat 
knowledge, it could provide the wrong inference 
while performing the statistical study. In the 
case of deep learning, if the system is initialized 
based on the existing data set, one with missing 
and unsophisticated values, it could increase the 
processing time to counter the new situation. So, 
data cleansing plays a vital role at this juncture. 
On the other hand, data source and storage are 
other key components on which the total process 
of ship automation is based. More precisely, 
during the data acquisition stage, the quality of 
data relies on various factors to achieve better 
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adeptness, see Fig 5. In a similar vein, 
considering the diverse type of data being 
loaded through sensors, experiments, simulation 
or calculation could intensify the problem of 
effective storage for the later stage of data 
cleansing and data transformation. At times, data 
warehousing alone could ask for months to 
neutralize the defects and making it suitable for 
the test and train process. For instance, 
categorical and numerical data could be stored 
and filtered easily, and at the later stage for 
analysis, categorical data will be easily framed 
into numerical data by performing either label 
encoding or one-hot encoding, whereas, the 
remaining data-set like audio-video files and 
time series need to be managed separately which 
could demand relatively more time (McKinney 
2013).   

Fig 5: Factors affecting quality of data 
In short, data engineering is the basis for what is 
expected for a model to perform in terms of the 
anticipated outcome. In this case, for a ship to 
navigate without pilot assistance, machine 
learning and deep learning algorithms required 
to perform effectively under predefined and new 
inputs where data acquisition, data pre-
processing and data transformation could 
influence the model outcomes.  

3. Autonomous Navigation
Autonomy is applied to many fields such as 
space exploration, ships, logistics, self-driving 
cars etc., to reduce human errors and improve 
precision (Zhao and Wang 2012). Autonomous 
navigation of ship consists of various sensors to 
detect the navigating path and environmental 
and vessel properties to determine safe travel 
(Fefilatyev 2008). The successful 
implementation of autonomy of vessels would 
occur with intelligent decisions at various 

operational conditions. For more than three 
decades, many methods have evolved from 
remotely operated to autonomous operations of 
machines, robots and other vehicles. In this 
paper, the traditional methods are presented in 
two categories - classical and reactive methods. 
The improvement in these methods has brought 
development in machine learning algorithms, 
further evolved to advanced intelligent decision 
algorithm - Deep learning method. 

3.1 Classical Methods 
3.1.1 Road Map Building 
The Road map building mainly involves 
movement of a machine, a robot or any device to 
all possible ways, by which it can reach its 
destination. The device or the vessel scans the 
given paths and collects navigational data. This 
data is used as input for the development of its 
algorithm for path planning. Path planning is 
done using two road map approaches, Visibility 
graph and Voronoi diagram, see Fig 6. In 
visibility graph approach, the path of the vessel 
is very close to the obstacle that results in 
finding the minimum path distance, however in 
voronoi diagram, the path of the vessel would 
stay away from the obstacle (Parhi and Mohanty 
2012). This path is later learnt by the vessel and 
used to generate the path planning algorithm 
(Ishii et al. 2010). 

Fig 6: Path planning - (a) Visibility graph 
method (b) Voronoi method 

The road map building method fails if the 
scanned path is changed or blocked, which is a 
disadvantage. The device must scan the whole 
map again to compute another route. This 
method can only be used for small scale 
mapping since it is tedious to scan the whole 
record again and compute results for large-scale 
mapping.  



3.1.2 Cell Decomposition 
In this method, the given space is divided or 
decomposed into several blocks called as cells. 
They are mainly of two types, exact cell 
decomposition and approximate cell 
decomposition method. The cells are analysed to 
obtain a possible path with the help of adjacent 
cells. A line is then drawn through the centre of 
each geometry, which reveals a well-defined 
path for the object to follow and reach the 
destination (Chen and Teng 1995). A typical 
approach in exact cell decomposition is shown 
in Fig 7. This method also has similar 
limitations as that of road map building method. 

Fig 7: Path Planning done using exact cell 
decomposition method  

3.1.3 Artificial Potential Field 
In Artificial potential field method, the 
destination or goal is considered as an attractive 
force and any obstacle in the path as a repulsive 
force (Li et al. 2012). Any obstacle in the path 
would be detected by the vehicle or robot, and as 
a result the vehicle is pushed away to avoid 
collision with the obstacle to reach the 
destination, see Fig 8 (Pomerleau 1989; Cosfo 
and Castai 2004; Pêtrès et al. 2012). Multiple 
obstacles in the same region at close vicinity 
may lead this method to a failure. This may 
cause the robot to follow the same path 
repeatedly, repelling itself from the same 
obstacles, which makes it impossible to reach 
the goal. 

Fig 8: Artificial potential field method 

3.2 Reactive Methods 

3.2.1 Fuzzy Logic Controller 
Fuzzy logic controller technique is used in 
devices for controlling certain tasks (Arney 
2007; Isizoh et al. 2012). This technique is 
mainly used in machine controls, as it provides 
better decision- making statements such as 
“almost true” or “partially false” instead of 
simply stating “true” or “false”. The advantage 
of this technique is that it allows the 
implementation of “if then” logic rather than 
using complicated differential equations. It also 
allows use of graphical user interface which 
makes it easy to implement (Hasegawa et al. 
1989; Tsourveloudis et al. 2001; Kao et al. 2007; 
Perera and Carvalho 2012). 

3.2.2 Neural Network 
In case of Neural network, several conditions are 
formulated as a network (Zhao and Wang 2012). 
The input received to the device is checked for 
satisfaction against these conditions. If a 
condition is detected to be true, the method 
executes the output to achieve the target 
associated with that condition (Lee et al. 2004). 
If more than one conditions are satisfied, this 
may give a different output. As the number of 
conditions increase, the network becomes 
complicated and requires higher capabilities of 
processing power. In case of neural network for 
autonomous ship navigation, sensors can 
provide inputs such as distance of an obstacle, 
direction, weather conditions, GPS data, etc. 
Further, this can be validated through a set of 
conditions or networks to provide instructions 
for direction of movement, speed of travel and 
decision to avoid collision (Yiwei et al. 2019). 

3.2.3 Neuro - Fuzzy 
Neuro - Fuzzy is a combination of both neural 
network and fuzzy logic controller. They 
provide a large array of possibilities in making 
precise decisions for safe navigation (Lin and 
Lee 1991). Since this technique incorporates 
fuzzy logic, “if then” with neural networks, it 
offers better decision-capabilities for 
autonomous navigation.  

3.2.4 Genetic Algorithm (GA) 
GA algorithmic uses a fitness function approach. 
This fitness function helps the technique to 



obtain various solutions through an iterative 
process. From the obtained results, the technique 
analyses to produce the optimum design 
solution. The working principle of GA algorithm 
is shown in Fig 9. For autonomous ship 
navigation, the GA algorithm could propose an 
appropriate decision to avoid obstacles. The 
decisions include its movement for manoeuvring 
or stopping with suitable selected speed. The 
algorithm could be implemented through the 
results obtained from various experiments to 
achieve optimized output (Tsai et al. 2011; 
Tuncer and Yildirim 2012; Dobrkovic et al. 
2015) 

Fig 9: A flowchart for genetic algorithm 
3.2.5 Ant Colony Optimization  
Ant colony optimization is a direct adaptation of 
the movement of ants through a given space. 
The pheromone- based communication of 
biological ants is the basis of this technique i.e., 
the biological ants lay more pheromones along 
the best suitable path. In this manner, the 
simulation agents (called as artificial ants) 
record all possible solutions and choose the 
optimal path. In case of encountering an 
obstacle, ants move along the contour of the 
obstacle (Lazarowska 2015).  
3.2.6 Particle Swarm Optimization 
Particle swarm optimization technique consists 
of several algorithms, which are applied to the 
given problem to find best suited solution. This 
technique produces suitable results but may vary 
according to the chosen algorithm. The 
predicted paths that are similar in nature is 
selected as the best solution (Huh et al. 2002). 

The most important part of path planning in case 
of autonomous ship navigation is finding an 
optimal route that avoids collisions, congestions 
and deadlocks. In this case, use of particle 
swarm optimization algorithm can be beneficial 
for efficient path planning and avoiding such 
undesirable situations in the real-world 
environment. 

3.2.7 Artificial Immune Network 
Artificial immune network works based on 
human immune system (Inzartsev et al. 2016). 
In a human body, the immune system protects 
from several infections and viruses (Deepa et al. 
2009; Enezi eta al. 2010). In case of 
Autonomous Navigation, an Artificial Immune 
System learns from previously encountered 
obstacles and anomalies. The trained data would 
be used to resolve the problems encountered 
during the voyage. This technique replicates the 
real environment and closely resembles modern 
day techniques such as machine learning and 
deep learning methods. 

3.3 Machine Learning Methods 
Machine learning is one of the most evolving 
procedures that solve problems pertaining to the 
data. It involves an algorithm that evaluates and 
segregates data and develops a logic. This 
section discusses the machine learning methods 
used for various applications, specifically 
autonomous ship navigation. 

3.3.1 Transfer Learning 
Transfer learning solves the problem through a 
learning process - a neural network model, from 
a set of structured data history. For the technique 
to perform in an effective manner, a set of 
undistorted data from the original network is 
necessary. This method even can compute 
complex situations in short duration of time. The 
model is initially trained with the previously 
obtained similar data and, one or more layers of 
this trained model is used for developing a new 
model. A typical flowchart representing the 
method of transfer learning is shown in Fig 10. 
In this technique, it is not feasible to inactivate 
or remove any layer to reduce the variables 
connected to the problem, since it affects the 
architecture and ends up in low level features.  



Fig 10: A flowchart showing working of transfer 
learning 

The method of transfer learning is used in the 
shipping industry for identification and 
classification of different ships (Tweedale 
2018). Other applications include text 
classification, text clustering, reinforcement 
learning, sentiment classification, collaborative 
filtering, sensor-based location estimation, 
logical action model learning for AI planning 
and page ranking, etc. 

3.3.2 Artificial Neural Network 
Artificial neural networks are a class of machine 
learning algorithms, based on mimicking the 
biological neural networks (Hwang et al. 2017). 
The structure of ANN is easily affected by the 
information that flows through the network 
however, the algorithm adapts to any changes 
based on its architecture - input, hidden layers 
and output, see Fig 11. The advantage of ANN 
is its capability of producing desired output even 
though there is lack of information. ANN takes 
intelligent decisions when they encounter 
similar problems and can perform multiple jobs 
simultaneously. It is trained through trial and 
error method, since there are no specific rules 
for the structure. In case of autonomous ship 
navigation, artificial neural networks are used 
for minimizing the errors in predicting the ship 
trajectory, weather forecasting and detection of 
targets (Borkowski 2017).  

Fig 11: Networks and nodes in an artificial 
neural network 

3.3.3 Active Learning 
Active learning is a special case of machine 
learning that interacts with the user or source to 
obtain the desired outputs at new data points. It 
is based on the method of multiple learning 
classifiers (Mus´ılek et al. 2005; Silver et al. 
2012) to take appropriate decisions. Based on 
data sampling methods such as entropy, active 
learning is used for multi classification problems 
such as ship classification in complex 
environments (Huang et al. 2016). Moreover, 
the active learning principles can be used for 
anomaly detection in autonomous ships 
(Pimentel et al. 2018). 
3.3.4 Extreme Learning Machine 
Extreme learning machine (ELM) is a single 
hidden layer feedforward network which is 
capable of training complex algorithms. ELMs 
are many times faster in executing the tasks 
compared to the traditional neural networks. 
ELM layers can combine to form multi-layer 
networks that is suitable for advanced methods 
such as deep learning. Extreme learning is used 
in autonomous ships for prediction of six 
degrees of freedom motions - roll, pitch, yaw, 
heave, sway and surge. For ship detection, the 
efficiency is improved by combining ELM with 
the additional features such as fusion and 
classification (Tang et al. 2015). Though ELMs 
can combine to form multi-layers, sometimes it 
may fail to encode more than one layer of 
abstraction. Further, ELMs are used in activity 
recognition for manoeuvrable devices, 
imbalance data processing, etc., (Demertzis et al. 
2018; Gao et al. 2018). 



3.3.5 Incremental learning 

Incremental learning takes input data 
continuously to extend the existing model's 
knowledge. Algorithms that assist incremental 
learning are known as incremental machine 
learning algorithms. The method is mostly used 
in traffic route extraction process due to its 
ability to adapt evolving situations. Point-based 
incremental algorithms are used in maritime 
knowledge discovery and exploitation (Vespe et 
al. 2012). Applying incremental learning to big 
data aims to produce faster classification or 
forecasting times. Hence it is used for the 
automatic classification of objects and complex 
environments to assist autonomous navigation 
(Chenadec et al. 2019). 
3.3.6 Feature Learning 
Feature learning is a collection of techniques 
that can automatically differentiate the 
illustrations desirable for feature detection or 
classification from the existing data. These 
algorithms are often artificially designed based 
on the problems to be solved and the 
characteristics of data. Manual feature 
engineering is replaced, which in turn allows a 
machine to both learn the features and use them 
to perform a specific task. In case of 
autonomous ship navigation, this technique is 
used to classify objects from AIS data (HZye et 
al. 2007; Høye et al. 2008; Næss 2018). 

3.4 Deep Learning Methods 
Deep learning, a subset of machine learning, 
utilizes a hierarchical level of artificial neural 
networks to carry out the process of machine 
learning. The artificial neural networks are built 
like the human brain, with neuron nodes 
connected like a web. Deep learning is one of 
the promising methods in developing fully 
autonomous ships. Mimicking the helmsman 
behavior is featured to be one of the major areas 
of focus to capture the automation (Sato and 
Ishii 1998; Hasegawa 2009; Boogaard et al. 
2016). A considerable section of ship 
intelligence will consist of a deep learning-based 
framework, i.e. deep neural network. The same 
framework will create the respective agent 
behavior within the autonomous vessels. Similar 
frameworks have been implemented by other 
transport systems, i.e. autonomous navigation 
systems of driverless cars (Mou et al. 2006; 
Chen and Wang 2014; Wilmanski et al. 2016; 
Perera 2018). 

3.4.1 Deep Neural Network 
A Deep neural network (DNN) is a complex 
neural network that constitutes more than two 
layers. Deep neural network is different from 
neural networks due to its depth in the model 
architecture. The sophisticated mathematical 
modelling in the deep layers allows the 
technique to solve many complex situations. 
DNN trains several hidden layers within the 
network which provides better performance with 
less parameters in each layer. With deep neural 
networks, advances are achieved towards 
complex computational problems for developing 
new classes of signal processing algorithms. In 
modern training, deep neural networks are 
applied to the SAR ATR problems (Margarit et 
al. 2009; Duc et al. 2015; Tang et al. 2015; Song 
et al. 2017). In maritime industry, DNN is used 
in identification of various ships, pattern 
recognition and collision avoidance. 

3.4.2 Convolutional Neural Network 
Convolutional neural network (CNN) is a deep 
neural network used in image recognition and 
processing, specifically designed to process data 
(Perera et al. 2012; Ødegaard et al. 2016; Kim et 
al. 2018). Here the data can be structured or 
unstructured. CNNs can learn complex 
representations from the input data, without the 
requirement of handcrafted features, and have 
been productively used in several image 
classification tasks (Bentes et al. 2016; Kim et 
al. 2017; Wang et al. 2017). It is designed to 
learn a set of features from the input in a 
supervised training that makes the method 
capable to differentiate various situations. To 
determine the network performance, the CNN 
structure is optimized by training error curves 
(Rødseth 2015; Wagner 2016; Zhanga et al. 
2016). Even though CNN takes longer time to 
train the model, it learns important features from 
the situations and thus provides a more efficient 
model. 
The CNN is used in maritime applications such 
as collision avoidance for autonomous ships, 
anomaly detection and to mimic the behaviour 
of helmsman to take intelligent decisions 
(Bhandare et al. 2016). Furthermore, 
convolutional neural network is used for image 
classification and ship- iceberg discrimination in 
high resolution TerraSAR-X strip map images 
(Bentes et al. 2016).  



3.4.3 Deep Convolutional Auto-Encoders 
The structure of an autoencoder constitutes three 
layers: an input layer, an encoding layer, and a 
decoding layer. The network is trained to rebuild 
its inputs, which forces the hidden layer to learn 
good representations of the inputs. A deep 
convolutional autoencoder (DCAE) is proposed 
to remove features and conduct classification 
involuntarily and designed for high-resolution 
SAR image classification. DCAE network also 
provides an automatic method to learn 
discriminative features from the images, and 
then extracts the efficient features to provide 
better classification results. Hence DCAE 
features are obviously better than other hand-
crafted features (Jin and Xu 2013; Fan et al. 
2015). DCAE is used in shipping industry for 
high detection accuracy and remove clutter in 
radar signals (Guo et al. 2017; Zhang et al. 
2017). 

4. Deep Learning in Autonomous Ship
Navigation 

4.1 Collision avoidance 
Most of the ship collision accidents are due to 
human errors, which is a large threat in open sea 
(Hasegawa 1987; Hammer and Hara 1990; 
Chauvin and Lardjane 2008; Hinostroza and 
Soares 2018). Decision-making processes in 
autonomous vessels will play an important role 
under such ocean autonomy (Nagasawa et al. 
1988; Mou et al. 2006; Perera et al. 2015; Perera 
and Soares 2017). Therefore, various 
technologies to assist the intelligent decisions 
are to be developed (Isshiki 1994; Johansen et 
al. 2016). Intelligent navigation is important in 
mitigating the overall risk due to collisions. 
Automatic collision avoidance system is 
designed to support decision-making to ensure 
safe navigation (Smeaton and Coenen 1987; 
Statheros et al. 2008; Garg et al. 2013; Sun et al. 
2018). 

The International Maritime Organization (IMO) 
in 1972 by the Convention on the International 
Regulations for Preventing Collisions at Sea 
(COLREGs) has introduced a legal framework 
to regulate ship encounter situations (Perera and 
Carvalho 2012). These regulations can be 
recognized through artificial intelligence for 
collision recognition. Building algorithms and 
flowcharts eases the understanding of AI to 

solve collision problems. Advances in deep 
learning has made the approaches towards 
replicating these complex situations and 
autonomous collision avoidance an easily 
achievable task (Yavin et al. 1995; Rhee and 
Lee 1996; Jin and Xu 2013). A schematic 
representation is drawn to explain the procedure 
for collision avoidance, see Fig 12. Deep 
learning framework manipulates the self- driven 
vessel characteristics into a data classification 
problem and helps solving it in a systematic 
approach. CNN approach can provide an elegant 
and effective mechanism to capture helmsman 
behavior (Perera 2018).  

Fig 12: Schematic representation for 
autonomous collision avoidance 

4.2 Anomaly Detection 
A high level of recognition and situational 
awareness is necessary when AIS Data is 
combined with data from other sources (Carthel 
et al. 2007; Rhodes et al. 2009; Crassidis et al. 
2011; Vespe et al. 2012). The methods used for 
recognition includes support vector machines, 
neural networks, Bayesian networks, Gaussian 
processes and Gaussian mixture model (Roy 
2009; Cansado and Soto 2015; Guo et al. 2015a, 
2015b). These methods identify anomalous 
behaviors, such as deviation from standard 
routes, unexpected AIS activity, unexpected port 
arrival, close approach, and zone entry. All these 
approaches can only be implemented with a 
minimum intervention of helmsman (Ristic et al. 
2008; Laxhammar et al. 2009; Harguess and 
Rainey 2011;). To develop a fully autonomous 
anomaly detection system, it should be 
supported with the visuals of vessel interaction 



at various environments to take intelligent 
decisions (Laxhammar 2008; Baldacci et al. 
2009; Li et al. 2009; Rainey and Stastny 2011; 
Obradovic et al. 2014; Rainey et al. 2014), 
which can be provided by the CNN algorithm. 
4.3 Path planning 
Path planning is one of the key parameters in 
Marine Autonomous System (MAS). Ship path 
planning can be categorized into two general 
groups, namely the deterministic and the 
heuristic approach. The deterministic approach 
follows a set of rigorously defined steps in order 
to determine the solution; whereas the heuristic 
approach only searches inside a subspace of the 
search space for an ‘acceptable’ solution rather 
than the best solution that satisfies the design 
requirements (Tam et al. 2009). Its essence is to 
avoid obstacles and reach the target point at 
optimum distance and time. At present, in the 
field of unmanned vehicles, mobile robots and 
drones, the effective path planning includes 
methods of artificial potential field, neural 
network, fuzzy logic and genetic algorithm. 
Most recent path planning algorithm, a deep 
learning approach, adopts a safety domain 
around each obstacle that serves to indicate the 
risk of collision. The algorithm uses deep 
reinforcement learning to reach the local target 
position successfully in unknown dynamic 
environment. Deep reinforcement learning 
solves the problem of dimensionality well and 
can process multidimensional inputs (Borkowski 
2017; Lokukaluge and Carlos 2017; Xiaoyun et 
al. 2018). 

4.4 Ship classification 
Object recognition and classification algorithms 
for imagery are important for improving 
Automatic Target Recognition (ATR) and 
Maritime Domain Awareness (MDA). Recently, 
the deep learning approaches have achieved 
remarkable performance in object recognition 
(Phillip and Josh 2015). Deep architecture is 
said to have the ability to learn highly nonlinear 
irregularities in data with hardly any pre- 
processing. A Convolutional neural network 
(CNN) is one example of a deep architecture, 
provided it has enough layers. CNNs have 
recently been applied successfully in large scale 
image classification competitions for 
photographs found on the internet (Ødegaard et 
al. 2016). By using a CNN and the 

backpropagation algorithm, the neural network 
can learn to pick up on features in images that 
are characteristic for each class. However, the 
problem of classifying overhead satellite 
imagery of ships remains a challenging problem 
(Rainey and Stastny 2011). This challenge can 
be resolved using Statistical Convolutional 
Neural Network (S-CNN) along with 
specifically designed proposals and appropriate 
detection method. Experiment in (Zhanga et al. 
2016) demonstrate that, proposed S-CNN-based 
method can provide enough proposals with a 
very high recall and improves the ship 
classification accuracy. A proposed schematic 
representation for ship classification, which can 
be implemented using CNN is given in Fig 13. 
The sensors or equipment installed on the ship 
capture the images of nearby vessels and 
objects. The CNN algorithm categorizes the 
input at each layer to identify the type of ship 
(Guo et al. 2014; Park et al. 2016; Leclerc et al. 
2018).  

Fig 13: Convolutional neural network for ship 
classification 

5. Conclusion
The paper reviewed various methods used for 
autonomous navigation, particularly the 
applications towards autonomy of ships. The 
traditional methods discussed here are used 
mainly to achieve supervised decisions, which is 
a disadvantage for the development of Industry 
4.0. The intelligent decision making is a major 
requirement for establishing complete 
autonomy. More complex data is required to 
accomplish this goal and an efficient algorithm 
to execute. The machine learning algorithms are 
capable to accomplish intelligent decisions; 
however, this algorithm may become more 
complicated for unstructured data. These 
challenges can be handled by deep learning 
networks, where the complex situation is solved 
through a multi-layer hierarchical approach. 



Deep learning is advancing towards very 
complex tasks to achieve complete autonomy in 
ship navigation. It is expected that the 
development in this deep reinforcement 
approach might progress in coming years and 
the complexity of achieving complete autonomy, 
which is not feasible today would be a routine in 
another ten years. 
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